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AI in Precipitation Nowcasting

Sequence of actual radar images

Deep Learning Model

Motion of radar echoes from 

computer vision tracking 

Rainfall or significant convection nowcasts

{Xt-m , Xt-m+1, … ,Xt-1 , Xt } {Rt+1 , Rt+2, … ,Rt+n-1 , Rt+n }

Mxt-m:t xt+1:t+n
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Learning the “model” in multi-step forecasting problem (1)

Iterative Multi-step Estimation

= 

Optimal parameter 

estimated from 

maximum likelihood

Advantages: 

- easy to train because it only requires optimizing for the one-step-ahead forecasting error

- able to predict for an arbitrary horizons in the future by recursively applying the basic “forecaster”

Discrepancy:

• in training phase, we use the ground-truths from t + 1 to t + i - 1 to predict the regional rainfall at timestamp t + i, 

which is also known as “teacher-forcing”

• however, in the testing phase, we feed the model predictions instead of the ground-truths back to the forecaster.  This 

makes the model prone to accumulative errors in the forecasting process
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Learning the “model” in multi-step forecasting problem (2)

Direct Multi-step Estimation

Use a different parameter qi
for each forecasting horizon i

Set of optimal parameters

Note:

1. usually more accurate predictions when model is (a) ill-specified, or (b) sequences are non-stationary, or (c) the 

training set is too small.  However, this estimation is more computationally expensive than the iterative 

approach

2. When applied for precipitation nowcasting, DL models adopt learning strategies (or a mix of above) called 

scheduled sampling.
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Iterative / Recursive Approach

• Non-adversarial framework

– Effective in capturing spatial-temporal structures or dependency

– Examples: ConvLSTM, TrajGRU, PredRNN, Metnet

– Limitation: increased blurriness with time 

• Augmented / guided by multi-sensor inputs (satellite) and dynamical model (NWP / EPS) to increase lead time (e.g. 

Metnet)

• Increased sharpness by enhancing loss function terms (e.g. regularization and cross-entropy in DB-RNN) or 

segmented into various types (intensity) of precipitation

• Adversarial framework

– Generate prediction with sharpness

– Examples: GAN, TS-RainGAN, DGMR

– Limitation: model instability, collapse in modes / features
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Multistep Approach and Model Frameworks:

• UNet-based model

– Effective in multivariate forecasting

– Enhance design of loss function or model framework to represent temporal dependency (NowcastNet, MSSTNet, …)

• Transformer-based model

– Physics-informed approach and consider temporal dependency at longer lead time (Earthformer, Rainformer …)

– More computational intensive

• Diffusion method

– Generate prediction with sharpness (though sometimes too aggressive) and reliability (to quantify uncertainty)

– Computational intensive as denoising inputs sequentially over multiple time steps is necessary

– Physics-informed design (Prediff, Diffcast, CasCast …)
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Optical flow ConvLSTM TrajGRUActual

• Better at predicting the movement and intensity evolution radar

reflectivity than extrapolation using gridded optical flow field

• Generally, sequence-to-sequence video prediction model trained

with simple loss function (MSE / MAE) faces the blurring problem.

Two-hour radar reflectivity nowcasts from optical flow and DL models
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Generator model

(ResConvLSTM)
Input 

sequence

Prediction 

sequence

Input 

sequence

Ground truth

sequence

Input 

sequence

Discriminator 

model

(Multi-Scale CNN)

VGG-19

Style layers

ResConvLSTM-GAN

• Residual connections and ConvLSTM in encoder-

forecaster network

• Generative Adversarial Network (GAN) to improve 

representation of small-scale features

Content 

Loss
Style Loss

Adversarial

Loss
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Application of ResConvLSTM-GAN

ResConvLSTM-GAN Optical Flow 

Actual Observations

TrajGRU ConvLSTM
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Example of Satellite Nowcast in Extreme Weather – Super TyphoonYagi

Actual Observations ResConvLSTM-GAN
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• Denoising Diffusion Probabilistic Model (DDPM) aims to capture the data distribution by training a neural network 

to undo a Markov noising process that gradually distorts the data

First train the 

deterministic model

Once its training is 

completed, freeze 

its network 

parameters and 

proceed to train 

the residual 

components

A two-phase training approach on large-scale feature (deterministic model) and residual components



Amber and Red Rainstorms

2024-06-14
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Ground Truth ResConvLSTM-GAN Earthformer Diffusion Diffusion-RMS

Radar QPF
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Verification (Jan 2022 – Dec 2023)

Learned Perceptual Patch Similarity (LPIPS)

➢ a.k.a. Perceptual Loss

➢ a neural network (NN) based metric to match human perception ➔ lower the better

➢ measure the difference of activations in a pre-defined NN between 2 images 

➢ pre-defined NN:  AlexNet
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UNet (Multistep) Framework on Lightning Initiation and Nowcast

Predict

Radar

Satellite

Lightning probability

3km CAPPI REF, TOP,  VIL

Himawari-8/9 

IR bands: B13 and B15

T T + Dt minT – Dt min

Prediction period
Input Data

• Enhanced with adding stacked autoregressive framework to learn the temporal 

evolution of lightning activities and input radar features



Lightning probability based on radar @1554H 

valid to 1616H

Lightning probability based on radar @1554H 

valid to 1626H

Cloud-to-ground 

lightning 
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Enhanced UNET model framework with spatial 

difference (SD) and temporal difference (TD) in the 

loss function together with structural similarity (SSIM) 

and learnable weight coefficients 

AI in Tropical Cyclone Analysis and Nowcast (1)

TC rainfall nowcast (TyrainNow)



AI in Tropical Cyclone Analysis and Nowcast (2)

• AI-STORMVIS
– AI-driven Satellite-based TC Object Recognition, 

Motion Visualisation and Intensity estimation 

System

– TC detection and position fixing

• You Only Look Once (YOLO) v6 small 

object detection model

• Ensemble approach

– TC intensity estimation

• Convolutional neural network (CNN) 

with 13 layers

– Visualisation web-based platform

YOLOv6 model for 

TC detection and 

position fixing

Current time 

& latest image
Analysis + track 

data per TC

Processed

H-8/9 

Satellite

Images

CNN model for TC 

intensity estimation

Updated every 

10 minutes



AI-STORMVIS for H9 and FY4B



Distribution of absolute error in TC position fix

Verification of AI-STORMVIS

MAE and RMSE of estimated maximum winds for AI-STORMVIS 

using different combination of IR channels
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Physics Informed Machine Learning

https://www.nature.com/articles/s42254-021-00314-5

Sufficient data with 

augmentation

Specialized NN (e.g. 

Graph Neural Network)

Constraint in 

Loss Functions

Hybrid approach based 

on physical laws with 

numerical methods

https://www.nature.com/articles/s42254-021-00314-5
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1-hour

nowcast

2-hour

nowcast

Optical flow extrapolation               Actual TrajGRU

TrajGRU with 

spatio-intensity 

error constraint

TrajGRU with physics 

and spatio-intensity 

error constraint

More significant development 

due to physics constraint
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